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examples, a foreground motion detection module may deter 
mine transform-coefficient-magnitude sums and motion 
vector-magnitude sums associated with block coding units 
(BCUs) in compressed video data without decompressing 
the video data. The foreground motion detection module 
may also determine a background mean and a background 
co-variance associated with the compressed video data. To 
determine whether the BCU(s) contain foreground motion, 
the foreground motion detection module may determine a 
statistic based on the transform-coefficient-magnitude Sums, 
the motion-vector magnitude sums, the background mean, 
and the background co-variance and compare the statistic to 
a threshold. 
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FOREGROUND MOTON DETECTION IN 
COMPRESSED VIDEO DATA 

CROSS-REFERENCE TO RELATED 
APPLICATION 

This application claims priority under 35 U.S.C. S 119(a) 
of India Application No. 591/KOL/2015 filed on May 27, 
2015. The India Application is hereby incorporated by 
reference in its entirety. 

BACKGROUND 

Unless otherwise indicated herein, the materials described 
in this section are not prior art to the claims in this appli 
cation and are not admitted to be prior art by inclusion in this 
section. 
The automatic analysis of digital video sequences for 

Surveillance applications may involve the segmentation of 
specific regions of interest or moving objects from a back 
ground scene. In many situations, the simple fact that 
Something is moving may make it of interest, while other 
stationary features may be ignored. In these situations, 
moving objects may be categorized as the foreground and 
the remaining portion of the scene may be characterized as 
the background. In some cases, detecting the foreground 
may be as simple as Subtracting a current image frame from 
a referenced background frame. However, the background 
may not be known beforehand, and may need to be deter 
mined and modeled. Moreover, in Some situations, features 
in the background may also move, potentially further com 
plicating the foreground detection. 

SUMMARY 

The present disclosure generally describes techniques to 
model backgrounds in compressed video data. 

According to some examples, a system is provided to 
distinguish foreground motion from background motion in 
Video data. The system may include a memory configured to 
store compressed video data and a processor block. The 
processor block may be configured to select, from the 
compressed video data, a block coding unit (BCU) that 
potentially contains foreground motion. The processor block 
may be further configured to determine, without decompres 
sion of the BCU, a statistic based on a transform-coefficient 
magnitude Sum of the BCU, a motion-vector-magnitude Sum 
of the BCU, a background mean associated with the com 
pressed video data, and/or a background co-variance asso 
ciated with the compressed video data. The processor block 
may be further configured to determine, based on a com 
parison of the statistic to a threshold, whether the BCU 
contains the foreground motion. 

According to other examples, a method is provided to 
identify foreground motion detection in compressed video 
data. The method may include selecting at least one block 
coding unit (BCU) from the compressed video data and 
determining a transform-coefficient-magnitude Sum of the at 
least one BCU and a motion-vector magnitude Sum of the at 
least one BCU without decompressing the at least one BCU. 
The method may further include determining a statistic 
based on the transform-coefficient-magnitude sum and the 
motion-vector-magnitude sum and comparing the statistic to 
a threshold. The method may further include determining 
that the at least one BCU contains the foreground motion in 
response to determination that the statistic is above the 
threshold and determining that the at least one BCU does not 
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2 
contain foreground motion in response to determination that 
the statistic is below the threshold. 

According to further examples, a system is provided to 
identify foreground motion detection in compressed video 
data. The system may include a memory configured to store 
compressed video data and a processor block configured to 
select a block coding unit (BCU) that potentially contains 
foreground motion from the compressed video data. The 
processor block may be further configured to determine a 
transform-coefficient-magnitude sum of the BCU and a 
motion-vector-magnitude sum of the BCU without decom 
pression of the BCU and determine that the BCU contains 
foreground motion based on the transform-coefficient-mag 
nitude Sum and the motion-vector-magnitude Sum. 
The foregoing Summary is illustrative only and is not 

intended to be in any way limiting. In addition to the 
illustrative aspects, embodiments, and features described 
above, further aspects, embodiments, and features will 
become apparent by reference to the drawings and the 
following detailed description. 

BRIEF DESCRIPTION OF THE DRAWINGS 

The foregoing and other features of this disclosure will 
become more fully apparent from the following description 
and appended claims, taken in conjunction with the accom 
panying drawings. Understanding that these drawings depict 
only several embodiments in accordance with the disclosure 
and are, therefore, not to be considered limiting of its scope, 
the disclosure will be described with additional specificity 
and detail through use of the accompanying drawings, in 
which: 

FIG. 1 illustrates an example surveillance system where 
foreground motion detection in compressed video data may 
be implemented: 

FIG. 2 is a flowchart illustrating an example process to 
detect foreground motion detection in compressed video 
data; 

FIG. 3 illustrates a general purpose computing device, 
which may be used to provide identification of foreground 
motion detection in compressed video data; 

FIG. 4 is a flow diagram illustrating an example method 
to identity foreground motion detection in compressed video 
data that may be performed by a computing device Such as 
the computing device in FIG. 3; and 

FIG. 5 illustrates a block diagram of an example computer 
program product, 

all arranged in accordance with at least some embodi 
ments described herein. 

DETAILED DESCRIPTION 

In the following detailed description, reference is made to 
the accompanying drawings, which form a part hereof. In 
the drawings, similar symbols typically identify similar 
components, unless context dictates otherwise. The illustra 
tive embodiments described in the detailed description, 
drawings, and claims are not meant to be limiting. Other 
embodiments may be utilized, and other changes may be 
made, without departing from the spirit or scope of the 
subject matter presented herein. It will be readily understood 
that the aspects of the present disclosure, as generally 
described herein, and illustrated in the Figures, can be 
arranged, Substituted, combined, separated, and designed in 
a wide variety of different configurations, all of which are 
explicitly contemplated herein. 
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This disclosure is generally drawn, interalia, to methods, 
apparatus, systems, devices, and/or computer program prod 
ucts related to identification of foreground motion detection 
in compressed video data. 

Briefly stated, technologies are generally described to 
identify foreground motion detection in compressed video 
data. In some examples, a foreground motion detection 
module may determine transform-coefficient-magnitude 
Sums and motion-vector-magnitude Sums associated with 
block coding unit (BCUs) in compressed video data without 
decompressing the video data. The foreground motion 
detection module may also determine a background mean 
and a background co-variance associated with the com 
pressed video data. To determine whether one or more BCUs 
contain foreground motion, the foreground motion detection 
module may determine a statistic based on the transform 
coefficient-magnitude sums, the motion-vector magnitude 
Sums, the background mean, and the background co-vari 
ance and compare the statistic to a threshold. 

FIG. 1 illustrates an example surveillance system 100 
where foreground motion detection in compressed video 
data may be implemented, arranged in accordance with at 
least some embodiments described herein. 
The surveillance system 100 may include a video capture 

device 110 configured to record video associated with a 
scene 112. In some embodiments, the video capture device 
110 may form compressed video data 120 using a compres 
sion module that implements an algorithm or standard Such 
as Moving Picture Experts Group (MPEG)-2 Part 2, 
MPEG-4 Part 2, H.264, High Efficiency Video Coding 
(HEVC), Theora, Dirac, RealVideo RV40, VP8, VP9, or any 
other suitable video compression standard. 
The compressed video data 120 may include a number of 

sequential frames 122, 124, 126, where each frame may 
represent image data at a particular time. A frame Such as the 
frame 124 may be divided into one or more block coding 
units (BCUs). A BCU is a fundamental unit and is also 
known as macroblock in H.264 and MPEG-2/4 standards, as 
well as, coding tree unit (CTU) in HEVC standard. Other 
standards may use comparable names for the same funda 
mental block. A size of the BCU may be selected by an 
encoder as, for example, 16x16, 32x32, 64x64, etc. Each 
BCU 130 may encode a portion of the image data repre 
sented by the frame 124. For example, in some embodi 
ments, a BCU may encode data corresponding to a fixed area 
of 16x16 pixels, while, in other embodiments, a BCU may 
encode data corresponding to a dynamic area and/or an area 
larger or smaller than 16x16 pixels. 

In some embodiments, the BCUs in the compressed video 
data 120 may encode video data so as to reduce temporal and 
spatial redundancy that exist between or within frames. For 
example, an intra-predicted BCU or 1-BCU may encode 
Video data based on spatially neighboring samples or pre 
viously coded pixel blocks in the same frame, thereby 
reducing spatial redundancy. In contrast, an inter-predicted 
BCU may encode video data based on references to one or 
more coded pixel blocks in previous coded reference frames, 
thereby reducing temporal redundancy. One example of an 
inter-predicted BCU may be a predictive BCU or P-BCU, 
which may be encoded based on references to one or more 
other past (in a temporal sense) frames. Another example of 
an inter-predicted BCU may be a bi-predictive or B-BCU, 
which may be encoded based on references to past and/or 
future frames. The BCU 130, which may be an inter 
predicted BCU, may indicate reference blocks using one or 
more motion vectors (MVs) 134 and a corresponding ref 
erence frame index. In some embodiments, the difference 
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4 
between the video data encoded by BCU 130 and the 
targeted (in other words, reference) BCU, referred to as the 
prediction error or residual block, may be encoded using 
transform coefficients 132. The transform coefficients 132, 
which may be 2-dimensional discrete trigonometric trans 
form coefficients, may further be quantized and entropy 
coded. The reference frame index, quantization, and/or 
entropy-coding information may be stored in the BCU 130 
by the video capture device 110 as other data 136. 

After capture and compression by the video capture 
device 110, the surveillance system 100 may then store the 
compressed video data 120 in a compressed video data 
storage system 140. Subsequently, the Surveillance system 
100 may use an object tracking module 150 to analyze the 
compressed video data 120 to determine whether foreground 
motion exists in the compressed video data 120. 

In some embodiments, the object tracking module 150 
may determine whether foreground motion exists in the 
compressed video data 120 using features extracted from the 
compressed video data 120. The features may be spatial or 
temporal features. The features may also be complementary 
in nature and describe encoded scene changes in a given 
BCU. For example, a spatial feature may quantify changes 
occurring within the same video frame, while a temporal 
feature may quantify changes occurring between frames. As 
mentioned above, in compressed video data image trans 
forms based on transform coefficients may be used to reduce 
spatial redundancy, while motion vectors may be used to 
reduce temporal redundancy. As a result, the transform 
coefficients and the motion vectors associated with a BCU 
may encode incremental changes between successive 
frames. In some embodiments, the transform coefficients 
(for example, the transform coefficients 132) and the mag 
nitudes of the motion vectors (for example, the motion 
vectors 134) associated with a particular BCU may be 
indicative of object motion in that BCU. Accordingly, the 
object tracking module 150 may be able to use the transform 
coefficients and motion vector magnitudes associated with a 
particular BCU to determine whether that BCU includes 
foreground or object motion. In some embodiments, the 
object tracking module 150 may be able to extract the 
transform coefficients and motion vector magnitudes with 
out having to actually decompress the compressed video 
data 120. This may speed up and reduce the memory 
requirement for the foreground motion determination pro 
cess as compared to a process in which the compressed 
video data 120 is decompressed before foreground motion 
determination occurs. 

In some embodiments, the object tracking module 150 
may be configured to determine a Sum of transform coeffi 
cient magnitudes, denoted herein as 'X', and a Sum of 
motion vector magnitudes, denoted herein as 'X', for use in 
determining whether foreground motion exists in a particu 
lar BCU. Together, X and X may form a 2x1 vector 

1. 

where t is a frame number that may be determined from a 
picture order count associated with the compressed video 
data 120 and idx may be an index representing the location 
of a BCU within a particular frame. For example, a frame 
may include MBCUs, and each of the MBCUs may have 
an associated index idx, where idx=0 may indicate the BCU 
in the top-left corner of the frame and the index numbering 
proceeds in a raster scan order associated with the frame. 
As mentioned above, a compression module may encode 

the prediction error associated with a particular BCU using 
2-dimensional trigonometric transforms to generate associ 
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ated transform coefficients. The compression module may 
then further quantize the transform coefficients according to 
step sizes based on the coefficient positions in a coefficient 
block. The compression module may then entropy code the 
quantized transform coefficients using, for example, variable 
length coding, binary arithmetic coding, or context-adaptive 
binary arithmetic coding (CABAC). 

To determine X, the object tracking module 150 may use 
a statistical relationship between the transform coefficients 
for a particular BCU and their corresponding quantization 
step sizes. In some embodiments, the object tracking module 
150 may use a total number of bits consumed in coding the 
quantized transform coefficients and a quantization param 
eter QP of the BCU, where C=Y. Cb, Cr for each color 
component. In some embodiments, the number of transform 
coefficients for a particular BCU may correspond to the 
number of BCU pixels in the spatial domain. Computing X 
using statistical methods may involve relatively few com 
putations, whereas computing X directly using transform 
coefficients from an input bitstream may involve significant 
computational overhead. 

In some embodiments, a compression module may use 
integer approximations of 2-dimensional trigonometric 
transforms using only integer operations to generate trans 
form coefficients. The distribution of transform coefficients 
may be modeled as a Zero-mean Laplacian probability 
density function: 

where Z may be the value of a given transform coefficient 
and b may be a parameter that determines the coefficient 
variance, which may be defined as 2b. 

The correlation between the residual pixels of a BCU may 
be separable in both horizontal and vertical directions. 
Accordingly, in some embodiments the (u,v)" coefficient 
variance Of(u,v) of a given NxNBCU may be expressed as: 

o;(u,v)-ox (ARA)/ARA), 3) 
where A may be an NXN BCU transformation matrix, O. 
may be the variance of pixels constituting the BCU, and 
II, may represent the (u,u)" component of an argument 
matrix. In some embodiments, RX may be a correlation 
matrix defined as: 

1 p ... p" 4 
p 1 N-2 

Rx = 

N-1 ov-2 1 

for the correlation coefficient p. For example, Supposing p is 
predetermined as 0.6, the variance matrix for a 4x4 BCU 
may be computed in this situation as: 

5.6074 2.1252 10609 0.6785 

2.1252 O.8055 0.4021 O.2572 
o O OK 10609 0.4021 O.2007 0.1284 

0.6785 0.2572 0.1284 0.0821 
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6 
and the (u,v)" component of matrix K may then be obtained 
aS 

In some embodiments, the matrix K may be predetermined 
for other transform types or BCU sizes, using discrete cosine 
transform (DCT) or discrete sine transform (DST) methods. 

In some embodiments, the transform coefficient distribu 
tion f(z) of an NXN residual block may be expressed as a 
mixture of Laplacian densities corresponding to each posi 
tion (u,v) in the coefficient block. Using the substitution 

for individual Laplacians may result in 

1 1 1 2 

V2N2Ox 22, WK(u, v) esh W K(u, v) la 

where K(u,v) may correspond to the (u,v)" component of 
matrix K. 
A compression module may quantize transform coeffi 

cients of the prediction error. This quantization may reduce 
the precision of the transform coefficients while increasing 
the compression of the data. In some embodiments, the 
compression module may map insignificant coefficient val 
ues to Zero while retaining a reduced number of significant, 
no-Zero coefficients during the quantization process. 
Accordingly, the output of the quantization process may be 
a sparse array of quantized coefficients, which may be 
represented as: 

where Z may be an input coefficient, k may be the value of 
the mapped coefficient level for all values of Z in the k" 
quantization interval, Q may be the quantization step size, 
and f may be a rounding offset parameter. For a given BCU, 
the values of Q may vary depending on the coefficient 
position, as mentioned above. Accordingly, the probability 
P(ZIQ,b) that a Laplacian distributed coefficient Z is mapped 
to the k" quantization interval may be analytically expressed 
aS 

P(O. b) = 10 

The object tracking module 150 may statistically estimate 
the value of x for a given NxN block as the normalized sum 
of transformed coefficient magnitudes |Z: 

(where n is finite integer, i.e., 1, 2, 3, . . . ) 
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for the simplest case n=1, we have 

In 11, Z may assume positive as well as negative values, 
which is why its absolute value |Z for n=1 may be 
considered in the above derivation. Instead of Z, taking 
higher powers of |z| Such as IZ. IZ. IZI", etc. may also 
be used, however, at a higher computational cost. There may 
be multiple transform blocks (of different Q and b) consti 
tuting a BCU. Therefore, assuming a total of p transform 
blocks with sizes N1, N2, ..., N, for a given BCU, X may 
be expressed as: 

N-1 N1-1 p 

|X XXote. ) 2 views 

p i=l N; 

12 

ev. Wi)/(est. Tui Ox WK (u, v)f 2 Oy W. K. (u, v)f 2 

The object tracking module 150 may obtain parameter O, 
needed to evaluate X by equating an expression for the 
number of bits B consumed in coding the quantized trans 
form coefficients of a BCU with its actual value obtained 
from the input bitstream. 

In some embodiments, the number of bits used to encode 
each quantized coefficient may be given by the entropy 

CaSU 

cx 13 
H(O, b) = - X P(zi Q. b)log (P(zi Q. b)) 

An expression for the total number of bits used to code the 
quantized transform coefficients of a particular BCU may 
then be obtained as the sum of entropy measures for each 
coefficient. The value b may be related to O as described 
above, and the values of Q corresponding to each coefficient 
may be obtained from quantization parameters QP' (C=Y. 
Cb, Cr) of the BCU. For a given transform unit, the 
relationship between QP and Q for the (u,v)" coefficient 
may be expressed as: 

Qe2b 
Theolb - 1) 

where M may be the uxv matrix of scalar multipliers. 
Accordingly, given a total of p transform blocks with sizes 
N1, N2, ..., N, the expression for the bitrate B for a given 
BCU may be: 
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In some embodiments, the values of Qi and Ki may be 
pre-computed for the set of known transform sizes allowed 
by the video compression standard. For example, the parsing 
process for bitstreams using CABAC may proceed as a 
sequence of (context adaptive) binary decoding decisions 
taken based on the current value of context parameters or 
variables, which may be updated via binary shift operations 
with each bit read from the input bitstream. Accordingly, the 
object tracking module 150 may compute the value of B for 
a particular BCU as the total number of binary shifts 
involved during the transform coefficient decoding process 
of each transform unit. The object tracking module 150 may 
then determine O. using numerical techniques, and then use 
the determined O to determine of X as described above. 
The object tracking module 150 may then compute X, for 

a particular BCU as the normalized or weighted sum of 
motion vector magnitudes associated with the particular 
BCU. The object tracking module 150 may determine the 
weight corresponding to each motion vector based on (a) the 
size of the BCU partition or prediction unit the motion 
vector represents, and (b) the reference frame index. Each 
motion vector may have an associated direction (x, y), 
representing the prediction information of the i' partition in 
the j" direction (forward/backward), and a reference frame 
index values. The object tracking module 150 may then 
compute X as: 

p d 16 

whered, may be defined as: 

d { 1; if ith partition is uni-directionally predicted 17 
- 2: otherwise 

and W may be defined as: 

partition size (in pixels) predicted by the motion vector 18 
total BCU size (in pixels) 

FIG. 2 is a flowchart illustrating an example process 200 
to detect foreground motion detection in compressed video 
data, arranged in accordance with at least Some embodi 
ments described herein. Process 200 may include one or 
more operations, functions, or actions as illustrated by one 
or more of blocks 202-214, and may be performed by a 
surveillance system such as the surveillance system 100 or 
a foreground detection module such as the object tracking 
module 150. Although some of the blocks in process 200 (as 
well as in any other process/method disclosed herein) are 
illustrated in a sequential order, these blocks may also be 
performed in parallel, and/or in a different order than those 
described herein. Also, the various blocks may be combined 
into fewer blocks, divided into additional blocks, and/or 
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eliminated based upon the particular implementation. Addi 
tional blocks representing other operations, functions, or 
actions may be provided. 

According to process 200, foreground motion detection in 
compressed video data may begin at block 202 (“Compute 
background frame based on temporal median'), where the 
object tracking module may compute a background frame 
containing a number of background BCUs and based on a 
temporal median calculated from compressed video training 
data. In some embodiments, the training data may include 
frames randomly selected from a number of initial frames 
from the compressed video data. To improve the recovery of 
background information from the training data, the object 
tracking module may use the temporal median to filter out 
moving objects or foreground motion from the training data 
frames. In some embodiments, the object tracking module 
may use other measures of central tendency. Such as a 
temporal mode or temporal mean, instead of or in addition 
to the temporal median. 

At block 204 (“Compute mean and co-variance for BCUs 
in background frame'), which may follow block 202, the 
object tracking module may compute background mean and 
co-variance values based on the transform-coefficient-mag 
nitude and motion-vector-magnitude Sums X and X for each 
BCU in the background frame. The object tracking module 
may compute the sums X and X as described above. In 
Some embodiments, the object tracking module may com 
pute the Sums X and X based on a sliding temporal window 
including data from a fixed number T most recent frames. 
Each of the T positions may be assigned a different fixed 
weight, where data from more recent frames are more 
heavily weighted than data from less recent frames. Frames 
in the sliding temporal window may be removed in a 
first-in-first-out manner such that the window includes only 
the T most recent frames. 

For example, Suppose that linearly increasing weight 
values wi/T are assigned to each position i in a temporal 
window. The expected values of X and X may then be 
computed as: 

respectively. The notation (), may represent the i' value of 
its argument expression in temporal history. The value of 
-e 

|l may be given as: 

|lia. Lullal'. 21 

Similarly, the expected values of x, and X, may be com 
puted as: 

22 

x = X. writici/ X 
and 
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10 
-continued 

23 

x3 = X. writics)/ X 

respectively. If X and X are statistically uncorrelated, the 
value of X may be 

X." 
where Oi = x - (x1) and C3 = x3- (x2). 

24 

-e 

Direct computation of the values of L and X using 
x1, x2, x, and x following the entry of every new sample 
in the window may be computationally prohibitive and 
inefficient, as most of the samples present in the window 
may remain unaltered between consecutive entries. In order 
to avoid repetitive computations at run-time, the object 
tracking module may use a recursive process. The n"-step of 
the recursive process may be given as: 

(x-x2), 25 
(xx), if n = 1 

1 

xixás, - (S/T)+(xix), 
6. S + WT 

x7-x: S (e. ; if 1 < n < T 
+ (x1-x5), fg air; 

Sw S. + WT-n +1 2-1 

xix.S. - (S/T)+(xix.), 
Sw f n > T ; it n > 

S. - (xix), r + (x7x2), 
Sw 2-1 

where ordered pair (a,b) may be selected from one of (1.0), 
(0,1), (2.0), and (0.2). The values of x, x, x', and x for 
computing the values of , and X, following the n” 
sample entry may be obtained by running separate recursive 
processes with the ordered pair (a,b) substituted by (1.0), 
(0,1), (2,0), and (0,2) respectively. 
At block 206 (“Compute transform-coefficient-magnitude 

Sum and motion-vector-magnitude sum for BCUs in Subse 
quent frame'), which may follow block 204, the object 
tracking module may compute a transform-coefficient-mag 
nitude sum X and a motion-vector-magnitude sum X for 
one or more BCUs in a subsequent frame, as described 
above. The subsequent frame may be immediately after the 
background frames used to compute mean and co-variance 
in block 204 or may be separated from the background 
frames by one or more additional frames. 
At block 208 (“Compute D for BCUs in subsequent frame 

using corresponding transform-coefficient-magnitude Sum, 
motion-vector-magnitude Sum, mean, and co-variance'), 
which may follow block 206, the object tracking module 
may compute a statistic D for each BCU in the subsequent 
frame: 
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The statistic D may be known as a “Mahalanobis distance'. 
and may be indicative of a distance between the BCU vector 

-e 

F. and the mean LL., measured in units of X. In 
Some embodiments, the statistic D may represent the degree 
to which a particular BCU has motion or activity exceeding 
that of the background. 

At block 210 (“Select BCUs in subsequent frame where 
D>C.”), which may follow block 208, the object tracking 
module may then compare the computed Statistic D for each 
BCU in the subsequent frame to an adaptive threshold C. 
which may represent a threshold of similarity to a co-located 
BCU in the background frame. The object tracking module 
may consider BCUs where D exceeds C. as potentially 
including object motion or activity and BCUs where D does 
not exceed C. as not including object motion or activity. 
Accordingly, the object tracking module may be able to filter 
out or Suppress the contribution of background motion to the 
foreground motion detection process. This may correspond 
to a process in which the object tracking module attempts to 
fit a bivariate normal distribution N corresponding to each 
BCU location idx in the X-X feature space. In some 
embodiments, the object tracking module may select the 
adaptive threshold C. using a 99% confidence interval for 
background model prediction as: 

The object tracking module may use the BCUs where D does 
-e 

not exceed C. to update the values for background mean LL. 
and co-variance X. In some embodiments, the object 

X).dx1d v2 err() = 0.99 (27) 

-e 

tracking module may update Liz and X, using the recur 
sive process described above. 
At block 212 (“Perform pixel-level refinement”), which 

may follow block 210, the object tracking module may 
attempt to perform pixel-level refinement on the BCUs 
determined to potentially include object motion by elimi 
nating pixels that are similar to co-located pixels in the 
background frame. In some embodiments, the object track 
ing module may determine whether pixels in the BCUs are 
similar to co-located background pixels using luminance 
and/or chrominance comparisons. For example, Suppose that 
a first pixel from the current frame has YCbCr color coor 
dinates X=(YCbCr.) and a second, co-located pixel 
from the background frame has color coordinates X=(Y, 
CbCr.). The object tracking module may first determine a 
luminance differential AY=|Y-Y and a chrominance dif 
ferential AC-Cb-Cb|+|Cr-Cr based on the pixel color 
coordinates. The object tracking module may then compare 
the AY and the AC to respective decision thresholds t-C+ 
CIX, and t-C+CIX, respectively, where C. C. C. 
and C are pre-determined constants. If AY't and ACDt, 
the object tracking module may determine that (a) the first 
and second pixels are different, and (b) the first pixel is part 
of the foreground. 

In some embodiments, the object tracking module may 
update the background frame using pixels in any BCUs that 
were not determined to include object motion. For example, 
Suppose C, and I, denote the current frame at time t and the 
corresponding background frame respectively. The object 
tracking module may then use pixels in C, corresponding to 
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12 
those BCUs that were not determined to include object 
motion to update current background I, to I as: 

where f3 is between 0 and 1 and may be a fixed learning rate 
that determines the tradeoff between stability and quick 
update of the background frame. 
At block 214 (“Update C.”), which may follow block 212, 

the object tracking module may update the adaptive thresh 
old C. based on the current frame. In some embodiments, the 
object tracking module may update the adaptive threshold C. 
according to: 

where V may be the number of pixels classified as fore 
ground in a BCU, N may represent the size of the BCU, and 
L may represent the confidence corresponding to V-0 (that 
is, no pixels in the BCU are foreground pixels). 

FIG. 3 illustrates a general purpose computing device 
300, which may be used to provide identification of fore 
ground motion detection in compressed video data, arranged 
in accordance with at least some embodiments described 
herein. 

For example, the computing device 300 may be used to 
identify foreground motion detection in compressed video 
data as described herein. In an example basic configuration 
302, the computing device 300 may include one or more 
processors 304 and a system memory 306. A memory bus 
308 may be used to communicate between the processor 304 
and the system memory 306. The basic configuration 302 is 
illustrated in FIG. 3 by those components within the inner 
dashed line. 

Depending on the desired configuration, the processor 
304 may be of any type, including but not limited to a 
microprocessor (uP), a microcontroller (LLC), a digital signal 
processor (DSP), or any combination thereof. The processor 
304 may include one or more levels of caching, such as a 
cache memory 312, a processor core 314, and registers 316. 
The example processor core 314 may include an arithmetic 
logic unit (ALU), a floating point unit (FPU), a digital signal 
processing core (DSP Core), or any combination thereof. An 
example memory controller 318 may also be used with the 
processor 304, or in some implementations, the memory 
controller 318 may be an internal part of the processor 304. 

Depending on the desired configuration, the system 
memory 306 may be of any type including but not limited to 
volatile memory (such as RAM), non-volatile memory (such 
as ROM, flash memory, etc.) or any combination thereof. 
The system memory 306 may include an operating system 
320, an object tracking module 322, and program data 324. 
The object tracking module 322 may include a foreground 
motion detection module 326 to implement identification of 
foreground motion detection in compressed video data as 
described herein. The program data 324 may include, among 
other data, compressed video data 328 or the like, as 
described herein. 
The computing device 300 may have additional features 

or functionality, and additional interfaces to facilitate com 
munications between the basic configuration 302 and any 
desired devices and interfaces. For example, a bus/interface 
controller 330 may be used to facilitate communications 
between the basic configuration 302 and one or more data 
storage devices 332 via a storage interface bus 334. The data 
storage devices 332 may be one or more removable storage 
devices 336, one or more non-removable storage devices 
338, or a combination thereof. Examples of the removable 
storage and the non-removable storage devices include 
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magnetic disk devices such as flexible disk drives and 
hard-disk drives (HDD), optical disk drives such as compact 
disk (CD) drives or digital versatile disk (DVD) drives, solid 
state drives (SSD), and tape drives to name a few. Example 
computer storage media may include volatile and nonvola 
tile, removable and non-removable media implemented in 
any method or technology for storage of information, Such 
as computer readable instructions, data structures, program 
modules, or other data. 
The system memory 306, the removable storage devices 

336 and the non-removable storage devices 338 are 
examples of computer storage media. Computer storage 
media includes, but is not limited to, RAM, ROM, 
EEPROM, flash memory or other memory technology, CD 
ROM, digital versatile disks (DVD), solid state drives 
(SSD), or other optical storage, magnetic cassettes, magnetic 
tape, magnetic disk storage or other magnetic storage 
devices, or any other medium which may be used to store the 
desired information and which may be accessed by the 
computing device 300. Any Such computer storage media 
may be part of the computing device 300. 
The computing device 300 may also include an interface 

bus 340 for facilitating communication from various inter 
face devices (e.g., one or more output devices 342, one or 
more peripheral interfaces 350, and one or more communi 
cation devices 360) to the basic configuration 302 via the 
bus/interface controller 330. Some of the example output 
devices 342 include a graphics processing unit 344 and an 
audio processing unit 346, which may be configured to 
communicate to various external devices such as a display or 
speakers via one or more A/V ports 348. One or more 
example peripheral interfaces 350 may include a serial 
interface controller 354 or a parallel interface controller 356, 
which may be configured to communicate with external 
devices such as input devices (e.g., keyboard, mouse, pen, 
Voice input device, touch input device, etc.) or other periph 
eral devices (e.g., printer, scanner, etc.) via one or more I/O 
ports 358. An example communication device 360 includes 
a network controller 362, which may be arranged to facili 
tate communications with one or more other computing 
devices 366 over a network communication link via one or 
more communication ports 364. The one or more other 
computing devices 366 may include servers at a datacenter, 
customer equipment, and comparable devices. 
The network communication link may be one example of 

a communication media. Communication media may be 
embodied by computer readable instructions, data struc 
tures, program modules, or other data in a modulated data 
signal, such as a carrier wave or other transport mechanism, 
and may include any information delivery media. A "modu 
lated data signal” may be a signal that has one or more of its 
characteristics set or changed in Such a manner as to encode 
information in the signal. By way of example, and not 
limitation, communication media may include wired media 
Such as a wired network or direct-wired connection, and 
wireless media Such as acoustic, radio frequency (RF), 
microwave, infrared (IR) and other wireless media. The term 
computer readable media as used herein may include both 
storage media and communication media. 
The computing device 300 may be implemented as a part 

of a general purpose or specialized server, mainframe, or 
similar computer that includes any of the above functions. 
The computing device 300 may also be implemented as a 
personal computer including both laptop computer and 
non-laptop computer configurations. 

FIG. 4 is a flow diagram illustrating an example method 
to identify foreground motion detection in compressed video 
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14 
data that may be performed by a computing device Such as 
the computing device in FIG. 3, arranged in accordance with 
at least some embodiments described herein. 

Example methods may include one or more operations, 
functions or actions as illustrated by one or more of blocks 
422, 424, 426, 428, and/or 430, and may in some embodi 
ments be performed by a computing device Such as the 
computing device 300 in FIG. 3. The operations described in 
the blocks 422-430 may also be stored as computer-execut 
able instructions in a computer-readable medium Such as a 
computer-readable medium 420 of a computing device 410. 
An example process to identify foreground motion detec 

tion in compressed video data may begin with block 422, 
SELECT AT LEAST ONE BCU FROM COMPRESSED 
VIDEO DATA, where an object tracking module such as 
the object tracking module 150 or 322 may select one or 
more BCUs from a frame in compressed video data, as 
described above. 

Block 422 may be followed by block 424, “DETER 
MINE, WITHOUT DECOMPRESSING THE SELECTED 
BCU(S), A TRANSFORM-COEFFICIENT-MAGNITUDE 
SUMAND A MOTION-VECTOR-MAGNITUDE SUM, 
BOTH ASSOCIATED WITH THE BCU(S)”, where the 
object tracking module may determine a transform-coeffi 
cient-magnitude sum (for example, “X” as described above 
in FIG. 1) and a motion-vector-magnitude Sum (for example, 
“x as described above in FIG. 1) associated with the 
BCU(s) without decompressing the BCU(s). In some 
embodiments, the object tracking module may be configured 
to determine the transform-coefficient-magnitude sum based 
on a statistical relationship between the transform coeffi 
cients associated with the BCUCs) and one or more quanti 
Zation step sizes associated with the transform coefficients, 
as described above. In some embodiments, the object track 
ing module may be configured to determine the motion 
vector-magnitude Sum by weighting different motion vectors 
based on motion vector directions, the sizes of the BCU 
partitions, and/or reference frame index values, as described 
above. 

Block 424 may be followed by block 426, “DETERMINE 
A BACKGROUND MEAN AND A BACKGROUND CO 
VARIANCE, BOTH ASSOCIATED WITH THE COM 
PRESSED) VIDEO DATA', where the object tracking mod 
ule may use the transform-coefficient-magnitude and 
motion-vector-magnitude sums associated with one or more 
background frames to determine a background mean and a 
background co-variance, as described above. In some 
embodiments, the object tracking module may determine the 
background mean and co-variance based on a sliding tem 
poral window with differently-weighted positions. The 
object tracking module may also be configured to update the 
background mean and co-variance using a recursive process, 
as described above. 

Block 426 may be followed by block 428, “DETERMINE 
A STATISTIC BASED ON THE TRANSFORM-COEFFI 
CIENT-MAGNITUDE SUM, THE MOTION-VECTOR 
MAGNITUDE SUM, THE BACKGROUND MEAN, AND 
THE BACKGROUND CO-VARIANCE, where the object 
tracking module may compute a statistic indicative of a 
distance between the background mean and a BCU vector 
containing the transform-coefficient-magnitude Sum and the 
motion-vector-magnitude Sum. In some embodiments, the 
statistic may be measured in units of background co-vari 
ance, as described above. 

Block 428 may be followed by block 430, “COMPARE 
THE STATISTIC TO A THRESHOLD TO DETERMINE 
WHETHER THE BCU(S) CONTAIN FOREGROUND 
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MOTION', where the object tracking module may compare 
the statistic determined in block 428 with an adaptive 
threshold to determine whether the BCU(s) contain fore 
ground motion or object activity, as described above. In 
Some embodiments, the object tracking module may deter 
mine that the BCU(s) contain foreground motion when the 
statistic exceeds the adaptive threshold, and may determine 
that the BCU(s) do not contain foreground motion when the 
statistic does not exceed the adaptive threshold. 

FIG. 5 illustrates a block diagram of an example computer 
program product, arranged in accordance with at least some 
embodiments described herein. 

In some examples, as shown in FIG. 5, a computer 
program product 500 may include a signal bearing medium 
502 that may also include one or more machine readable 
instructions 504 that, when executed by, for example, a 
processor may provide the functionality described herein. 
Thus, for example, referring to the processor 304 in FIG. 3, 
the object tracking module 322 may undertake one or more 
of the tasks shown in FIG. 5 in response to the instructions 
504 conveyed to the processor 304 by the signal bearing 
medium 502 to perform actions associated with identifying 
foreground motion detection in compressed video data as 
described herein. Some of those instructions may include, 
for example, instructions to select at least one BCU from 
compressed video data, determine, without decompressing 
the selected BCU(s), a transform-coefficient-magnitude sum 
and a motion-vector magnitude Sum, both associated with 
the BCU(s), determine a background mean and a back 
ground co-variance, both associated with the compressed 
Video data, determine a statistic based on the transform 
coefficient-magnitude sum, the motion-vector-magnitude 
Sum, the background mean, and the background co-variance, 
and/or compare the statistic to a threshold to determine 
whether the BCUCs) contain foreground motion, according 
to some embodiments described herein. 

In some implementations, the signal bearing medium 502 
depicted in FIG. 5 may encompass computer-readable 
medium 506, such as, but not limited to, a hard disk drive 
(HDD), a solid state drive (SSD), a compact disc (CD), a 
digital versatile disk (DV)), a digital tape, memory, etc. In 
Some implementations, the signal bearing medium 502 may 
encompass recordable medium 508, such as, but not limited 
to, memory, read/write (R/W) CDs, R/W DVDs, etc. In 
Some implementations, the signal bearing medium 502 may 
encompass communications medium 510, Such as, but not 
limited to, a digital and/or an analog communication 
medium (e.g., a fiber optic cable, a waveguide, a wired 
communication link, a wireless communication link, etc.). 
Thus, for example, the computer program product 500 may 
be conveyed to one or more modules of the processor 304 by 
an RF signal bearing medium, where the signal bearing 
medium 502 is conveyed by the wireless communications 
medium 510 (e.g., a wireless communications medium 
conforming with the IEEE 802.11 standard). 

According to some examples, a system is provided to 
distinguish foreground motion from background motion in 
Video data. The system may include a memory configured to 
store compressed video data and a processor block. The 
processor block may be configured to select, from the 
compressed video data, a BCU that potentially contains 
foreground motion. The processor block may be further 
configured to determine, without decompression of the 
BCU, a statistic based on a transform-coefficient-magnitude 
sum of the BCU, a motion-vector-magnitude sum of the 
BCU, a background mean associated with the compressed 
Video data, and/or a background co-variance associated with 
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16 
the compressed video data. The processor block may be 
further configured to determine, based on a comparison of 
the statistic to a threshold, whether the BCU contains the 
foreground motion. 

According to Some embodiments, the processor block 
may be configured to determine the transform-coefficient 
magnitude sum based on at least one quantized transform 
coefficient of the BCU, at least one corresponding quanti 
Zation step size, and/or a number of bits consumed in coding 
the at least one quantized transform coefficient. The proces 
Sor block may be configured to determine the motion-vector 
magnitude Sum based on at least one BCU partition/predic 
tion unit associated with a motion vector of the BCU and a 
reference frame index associated with the motion vector. In 
Some embodiments, the processor block may be configured 
to compute a Mahalanobis distance between the statistic and 
the background mean to determine whether the BCU con 
tains foreground motion. 

According to other embodiments, the processor block 
may be further configured to determine whether a BCU pixel 
is similar to a co-located pixel in a background frame and 
determine that the BCU pixel is a background pixel in 
response to determination that the BCU pixel is similar to 
the co-located pixel. The processor block may be further 
configured to update the threshold based on a confidence 
interval and/or a number of foreground pixels. 

According to further embodiments, the processor block 
may be further configured to generate a temporal median 
based on a Subset of the compressed video data and generate 
the background mean and the background co-variance based 
on the temporal median. The processor block may be further 
configured to generate the background mean and the back 
ground co-variance based on a sliding temporal window 
with varying weights and/or based on a recursive process. 

According to other examples, a method is provided to 
identify foreground motion detection in compressed video 
data. The method may include selecting at least one BCU 
from the compressed video data and determining a trans 
form-coefficient-magnitude sum of the at least one BCU and 
a motion-vector magnitude sum of the at least one BCU 
without decompressing the at least one BCU. The method 
may further include determining a statistic based on the 
transform-coefficient-magnitude sum and the motion-vec 
tor-magnitude Sum and comparing the statistic to a thresh 
old. The method may further include determining that the at 
least one BCU contains the foreground motion in response 
to determination that the statistic is above the threshold and 
determining that the at least one BCU does not contain 
foreground motion in response to determination that the 
statistic is below the threshold. 

According to some embodiments, the method may further 
include determining the transform-coefficient-magnitude 
Sum based on a quantized transform coefficient of the at least 
one BCU, a quantization step size corresponding to the 
quantized transform coefficient, and/or a number of bits 
consumed in coding the at least one quantized transform 
coefficient. The method may further include determining the 
motion-vector-magnitude Sum based on at least one BCU 
partition/prediction unit associated with a motion vector of 
the at least one BCU and a reference frame index associated 
with the motion vector. 

According to other embodiments, comparing the statistic 
to the threshold may include computing a Mahalanobis 
distance between the statistic and a background mean and 
comparing the Mahalanobis distance to the threshold. The 
method may further include determining whether a first 
pixel in the at least one BCU is similar to a co-located 



US 9,712,828 B2 
17 

second pixel in a background frame in response to determi 
nation that the at least one BCU contains foreground motion, 
and determining that the first pixel is a background pixel in 
response to determination that the first pixel is similar to the 
second pixel. Determining whether the first pixel is similar 
to the second pixel may include comparing a luminance 
and/or a chrominance of the first pixel to the second pixel. 

According to further embodiments, the method may fur 
ther include updating the threshold based on a confidence 
interval and/or a number of foreground pixels. The method 
may further include generating a background mean and a 
background co-variance based on a sliding temporal window 
with varying weights, where determining the statistic may 
further include determining the statistic based on the back 
ground mean and the background co-variance. In some 
embodiments, the method may further include generating a 
temporal median based on a Subset of the compressed video 
data and generating the background mean and the back 
ground co-variance based on the temporal median and/or 
using a recursive process. 

According to further examples, a system is provided to 
identify foreground motion detection in compressed video 
data. The system may include a memory configured to store 
compressed video data and a processor block configured to 
select a BCU that potentially contains foreground motion 
from the compressed video data. The processor block may 
be further configured to determine a transform-coefficient 
magnitude sum of the BCU and a motion-vector-magnitude 
sum of the BCU without decompression of the BCU and 
determine that the BCU contains foreground motion based 
on the transform-coefficient-magnitude sum and the motion 
vector-magnitude sum. 

According to Some embodiments, the processor block 
may be further configured to determine the transform 
coefficient-magnitude Sum based on a quantized transform 
coefficient of the BCU, a quantization step size correspond 
ing to the quantized transform coefficient, and/or a number 
of bits consumed in coding the at least one quantized 
transform coefficient. The processor block may be further 
configured to determine the motion-vector-magnitude sum 
based on at least one BCU partition/prediction unit associ 
ated with a motion vector of the at least one BCU and a 
reference frame index associated with the motion vector. 

According to other embodiments, the processor block 
may be further configured to compute a Mahalanobis dis 
tance between a background mean and a combination of the 
transform-coefficient-magnitude sum and the motion-vec 
tor-magnitude sum and determine that the BCU contains 
foreground motion based on the Mahalanobis distance. The 
processor block may be further configured to determine 
whether a first pixel in the BCU is similar to a co-located 
second pixel in a background frame and determine that the 
first pixel is a background pixel in response to determination 
that the first pixel is similar to the second pixel. The 
processor block may be configured to compare a luminance 
and/or a chrominance of the first pixel to the second pixel to 
determine whether the first pixel is similar to the second 
pixel. 

According to further embodiments, the processor block 
may be further configured to generate a background mean 
and a background co-variance based on a sliding temporal 
window with varying weights and compare the background 
mean and the background co-variance to the transform 
coefficient-magnitude sum and the motion-vector-magni 
tude sum to determine that the BCU contains foreground 
motion. The processor block may be further configured to 
generate a temporal median based on a Subset of the com 
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pressed video data and generate the background mean and 
the background co-variance based on the temporal median. 
In some embodiments, the processor block may be further 
configured to use a recursive process to generate the back 
ground mean and the background co-variance. 

There is little distinction left between hardware and 
Software implementations of aspects of systems; the use of 
hardware or software is generally (but not always, in that in 
certain contexts the choice between hardware and software 
may become significant) a design choice representing cost 
vs. efficiency tradeoffs. There are various vehicles by which 
processes and/or systems and/or other technologies 
described herein may be effected (e.g., hardware, software, 
and/or firmware), and that the preferred vehicle will vary 
with the context in which the processes and/or systems 
and/or other technologies are deployed. For example, if an 
implementer determines that speed and accuracy are para 
mount, the implementer may opt for a mainly hardware 
and/or firmware vehicle: if flexibility is paramount, the 
implementer may opt for a mainly Software implementation; 
or, yet again alternatively, the implementer may opt for some 
combination of hardware, software, and/or firmware. 
The foregoing detailed description has set forth various 

embodiments of the devices and/or processes via the use of 
block diagrams, flowcharts, and/or examples. Insofar as 
Such block diagrams, flowcharts, and/or examples contain 
one or more functions and/or operations, it will be under 
stood by those within the art that each function and/or 
operation within Such block diagrams, flowcharts, or 
examples may be implemented, individually and/or collec 
tively, by a wide range of hardware, software, firmware, or 
virtually any combination thereof. In one embodiment, 
several portions of the subject matter described herein may 
be implemented via application specific integrated circuits 
(ASICs), field programmable gate arrays (FPGAs), digital 
signal processors (DSPs), or other integrated formats. How 
ever, those skilled in the art will recognize that some aspects 
of the embodiments disclosed herein, in whole or in part, 
may be equivalently implemented in integrated circuits, as 
one or more computer programs executing on one or more 
computers (e.g., as one or more programs executing on one 
or more computer systems), as one or more programs 
executing on one or more processors (e.g., as one or more 
programs executing on one or more microprocessors), as 
firmware, or as virtually any combination thereof, and that 
designing the circuitry and/or writing the code for the 
software and/or firmware would be well within the skill of 
one of skill in the art in light of this disclosure. 
The present disclosure is not to be limited in terms of the 

particular embodiments described in this application, which 
are intended as illustrations of various aspects. Many modi 
fications and variations can be made without departing from 
its spirit and scope, as will be apparent to those skilled in the 
art. Functionally equivalent methods and apparatuses within 
the scope of the disclosure, in addition to those enumerated 
herein, will be apparent to those skilled in the art from the 
foregoing descriptions. Such modifications and variations 
are intended to fall within the scope of the appended claims. 
The present disclosure is to be limited only by the terms of 
the appended claims, along with the full scope of equivalents 
to which such claims are entitled. It is also to be understood 
that the terminology used herein is for the purpose of 
describing particular embodiments only, and is not intended 
to be limiting. 

In addition, those skilled in the art will appreciate that the 
mechanisms of the subject matter described herein are 
capable of being distributed as a program product in a 
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variety of forms, and that an illustrative embodiment of the 
subject matter described herein applies regardless of the 
particular type of signal bearing medium used to actually 
carry out the distribution. Examples of a signal bearing 
medium include, but are not limited to, the following: a 
recordable type medium such as a floppy disk, a hard disk 
drive (HDD), a compact disc (CD), a digital versatile disk 
(DVD), a digital tape, a computer memory, a solid state 
drive, etc.; and a transmission type medium such as a digital 
and/or an analog communication medium (e.g., a fiber optic 
cable, a waveguide, a wired communication link, a wireless 
communication link, etc.). 

Those skilled in the art will recognize that it is common 
within the art to describe devices and/or processes in the 
fashion set forth herein, and thereafter use engineering 
practices to integrate Such described devices and/or pro 
cesses into data processing systems. That is, at least a 
portion of the devices and/or processes described herein may 
be integrated into a data processing system via a reasonable 
amount of experimentation. Those having skill in the art will 
recognize that a data processing system may include one or 
more of a system unit housing, a video display device, a 
memory Such as Volatile and non-volatile memory, proces 
sors such as microprocessors and digital signal processors, 
computational entities Such as operating systems, drivers, 
graphical user interfaces, and applications programs, one or 
more interaction devices, such as a touch pad or screen, 
and/or control systems including feedback loops and control 
motors (e.g., feedback for sensing position and/or Velocity 
of gantry systems; control motors to move and/or adjust 
components and/or quantities). 
A data processing system may be implemented utilizing 

any suitable commercially available components, such as 
those found in data computing/communication and/or net 
work computing/communication systems. The herein 
described subject matter sometimes illustrates different 
components contained within, or connected with, different 
other components. It is to be understood that Such depicted 
architectures are merely exemplary, and that in fact many 
other architectures may be implemented which achieve the 
same functionality. In a conceptual sense, any arrangement 
of components to achieve the same functionality is effec 
tively “associated such that the desired functionality is 
achieved. Hence, any two components herein combined to 
achieve a particular functionality may be seen as “associated 
with each other such that the desired functionality is 
achieved, irrespective of architectures or intermediate com 
ponents. Likewise, any two components so associated may 
also be viewed as being “operably connected, or “operably 
coupled, to each other to achieve the desired functionality, 
and any two components capable of being so associated may 
also be viewed as being “operably couplable', to each other 
to achieve the desired functionality. Specific examples of 
operably couplable include but are not limited to physically 
connectable and/or physically interacting components and/ 
or wirelessly interactable and/or wirelessly interacting com 
ponents and/or logically interacting and/or logically inter 
actable components. 

With respect to the use of substantially any plural and/or 
singular terms herein, those having skill in the art can 
translate from the plural to the singular and/or from the 
singular to the plural as is appropriate to the context and/or 
application. The various singular/plural permutations may 
be expressly set forth herein for sake of clarity. 

It will be understood by those within the art that, in 
general, terms used herein, and especially in the appended 
claims (e.g., bodies of the appended claims) are generally 
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20 
intended as “open’ terms (e.g., the term “including should 
be interpreted as “including but not limited to, the term 
“having should be interpreted as “having at least, the term 
“includes should be interpreted as “includes but is not 
limited to.” etc.). It will be further understood by those 
within the art that if a specific number of an introduced claim 
recitation is intended, such an intent will be explicitly recited 
in the claim, and in the absence of Such recitation, no such 
intent is present. For example, as an aid to understanding, 
the following appended claims may contain usage of the 
introductory phrases “at least one' and “one or more' to 
introduce claim recitations. However, the use of such 
phrases should not be construed to imply that the introduc 
tion of a claim recitation by the indefinite articles “a” or “an 
limits any particular claim containing Such introduced claim 
recitation to embodiments containing only one such recita 
tion, even when the same claim includes the introductory 
phrases “one or more' or “at least one' and indefinite 
articles such as “a” or “an” (e.g., “a” and/or “an' should be 
interpreted to mean “at least one' or “one or more'); the 
same holds true for the use of definite articles used to 
introduce claim recitations. In addition, even if a specific 
number of an introduced claim recitation is explicitly 
recited, those skilled in the art will recognize that such 
recitation should be interpreted to mean at least the recited 
number (e.g., the bare recitation of “two recitations, with 
out other modifiers, means at least two recitations, or two or 
more recitations). 

Furthermore, in those instances where a convention 
analogous to “at least one of A, B, and C, etc. is used, in 
general, such a construction is intended in the sense one 
having skill in the art would understand the convention (e.g., 
“a system having at least one of A, B, and C would include 
but not be limited to systems that have A alone, B alone, C 
alone, A and B together, A and C together, B and C together, 
and/or A, B, and C together, etc.). It will be further under 
stood by those within the art that virtually any disjunctive 
word and/or phrase presenting two or more alternative 
terms, whether in the description, claims, or drawings, 
should be understood to contemplate the possibilities of 
including one of the terms, either of the terms, or both terms. 
For example, the phrase “A or B will be understood to 
include the possibilities of “A” or “B” or “A and B.” 
As will be understood by one skilled in the art, for any and 

all purposes, such as in terms of providing a written descrip 
tion, all ranges disclosed herein also encompass any and all 
possible Subranges and combinations of Subranges thereof. 
Any listed range can be easily recognized as Sufficiently 
describing and enabling the same range being broken down 
into at least equal halves, thirds, quarters, fifths, tenths, etc. 
As a non-limiting example, each range discussed herein can 
be readily broken down into a lower third, middle third and 
upper third, etc. As will also be understood by one skilled in 
the art all language Such as “up to.” “at least,' 'greater than.” 
“less than,' and the like include the number recited and refer 
to ranges which can be subsequently broken down into 
Subranges as discussed above. Finally, as will be understood 
by one skilled in the art, a range includes each individual 
member. Thus, for example, a group having 1-3 cells refers 
to groups having 1, 2, or 3 cells. Similarly, a group having 
1-5 cells refers to groups having 1, 2, 3, 4, or 5 cells, and so 
forth. 

While various aspects and embodiments have been dis 
closed herein, other aspects and embodiments will be appar 
ent to those skilled in the art. The various aspects and 
embodiments disclosed herein are for purposes of illustra 
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tion and are not intended to be limiting, with the true scope 
and spirit being indicated by the following claims. 
What is claimed is: 
1. A system to distinguish foreground motion from back 

ground motion in video data, the system comprising: 
a memory configured to store compressed video data; and 
a processor block configured to: 

Select, from the compressed video data, a block coding 
unit (BCU) that potentially includes the foreground 
motion; 

determine, without decompression of the BCU, a sta 
tistic based on one or more of: 
a transform-coefficient-magnitude sum of the BCU, 
a motion-vector-magnitude Sum of the BCU, 
a background mean associated with the compressed 

video data, and 
a background co-variance associated with the com 

pressed video data; and 
determine, based on a comparison of the statistic to a 

threshold, whether the BCU includes the foreground 
motion. 

2. The system of claim 1, wherein the processor block is 
further configured to determine the transform-coefficient 
magnitude sum based on: at least one quantized transform 
coefficient of the BCU; and at least one corresponding 
quantization step size. 

3. The system of claim 2, wherein the processor block is 
further configured to determine the transform-coefficient 
magnitude Sum based on a number of bits consumed in 
coding the at least one quantized transform coefficient of the 
BCU. 

4. The system of claim 1, wherein the processor block is 
further configured to determine the motion-vector-magni 
tude sum based on: 

at least one BCU partition/prediction unit associated with 
a motion vector of the BCU; and 

a reference frame index associated with the motion vector 
of the BCU. 

5. The system of claim 1, wherein the processor block is 
further configured to compute a Mahalanobis distance 
between the statistic and the background mean to determine 
whether the BCU includes the foreground motion. 

6. The system of claim 1, wherein the processor block is 
further configured to: 

determine whether a BCU pixel is similar to a co-located 
pixel in a background frame; and 

in response to the determination that the BCU pixel is 
similar to the co-located pixel, determine that the BCU 
pixel is a background pixel. 

7. The system of claim 1, wherein the processor block is 
further configured to update the threshold based on at least 
one of a confidence interval and a number of foreground 
pixels. 

8. The system of claim 1, wherein the processor block is 
further configured to: 

generate a temporal median based on a Subset of the 
compressed video data; and 

generate the background mean and the background co 
variance based on the temporal median. 

9. A method to identify foreground motion in compressed 
Video data, the method comprising: 

Selecting, from the compressed video data, at least one 
block coding unit (BCU); 

determining, without decompressing the at least one 
BCU: a transform-coefficient-magnitude sum of the at 
least one BCU, and a motion-vector-magnitude Sum of 
the at least one BCU; 
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22 
generating a background mean and a background co 

variance based on a sliding temporal window with 
varying weights; 

determining a statistic based on the transform-coefficient 
magnitude Sum, the motion-vector-magnitude Sum, the 
background mean, and the background co-variance; 

comparing the statistic to a threshold; 
in response to a determination that the statistic is above 

the threshold, determining that the at least one BCU 
includes the foreground motion; and 

in response to a determination that the statistic is below 
the threshold, determining that the at least one BCU 
does not include the foreground motion. 

10. The method of claim 9, wherein determining the 
transform-coefficient-magnitude Sum is based on at least one 
of: 

a quantized transform coefficient of the at least one BCU; 
a quantization step size corresponding to the quantized 

transform coefficient; and 
a number of bits consumed in coding the quantized 

transform coefficient. 
11. The method of claim 9, wherein determining the 

motion-vector-magnitude sum is based on: 
at least one BCU partition/prediction unit associated with 

a motion vector of the at least one BCU; and 
a reference frame index associated with the motion vector. 
12. The method of claim 9, further comprising: 
in response to the determination that the at least one BCU 

includes the foreground motion, determining whether a 
first pixel in the at least one BCU is similar to a 
co-located second pixel in a background frame; and 

in response to the determination that the first pixel is 
similar to the co-located second pixel, determining that 
the first pixel is a background pixel. 

13. The method of claim 9, further comprising: 
generating a temporal median based on a Subset of the 

compressed video data; and 
generating the background mean and the background 

co-variance based on the temporal median. 
14. The method of claim 9, wherein generating the 

background mean and the background co-variance further 
comprises generating the background mean and the back 
ground co-variance using a recursive process. 

15. A system to identify foreground motion in video data, 
the system comprising: 

a memory configured to store compressed video data; and 
a processor block configured to: 

Select, from the compressed video data, a block coding 
unit (BCU) that potentially includes the foreground 
motion; 

determine, without decompression of the BCU; a trans 
form-coefficient-magnitude sum of the BCU, and a 
motion-vector-magnitude sum of the BCU; 

generate a background mean and a background co 
variance based on a sliding temporal window with 
varying weights; 

compare the background mean and the background 
co-variance to the transform-coefficient-magnitude 
sum of the BCU and the motion-vector-magnitude 
sum of the BCU; 

determine, based on the background mean, the back 
ground co-variance, the transform-coefficient-mag 
nitude Sum, and the motion-vector-magnitude sum, 
that the BCU includes the foreground motion. 

16. The system of claim 15, wherein the processor block 
is further configured to determine the motion-vector-mag 
nitude sum of the BCU based on: 
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at least one BCU partition/prediction unit associated with 
a motion vector of the BCU; and 

a reference frame index associated with the motion vector. 
17. The system of claim 15, wherein the processor block 

is further configured to: 5 
compute a Mahalanobis distance between the background 
mean and a combination of the transform-coefficient 
magnitude sum of the BCU and the motion-vector 
magnitude sum of the BCU; and 

determine that the BCU includes the foreground motion 10 
based on the Mahalanobis distance. 

18. The system of claim 15, wherein the processor block 
is further configured to: 

determine whether a first pixel in the BCU is similar to a 
co-located second pixel in a background frame; and 15 

in response to the determination that the first pixel is 
similar to the co-located second pixel, determine that 
the first pixel is a background pixel. 
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